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1. Randomly select 20 rows of Table B.5 of Textbook. Then per-
form a multiple regression fit to the data you generated. The
multiple regression model contains the response variable y (CO2)
and regressors x1 (space time in min) and x6 (solvent total) and
intercept.

(a) Construct a normal probability plot of the residuals. Does
there seem to be any problem with the normality assump-
tion?

The normal probability plot is provided in the attached PDF. There
does not appear to be an issue with the normality assumption, as the
plot appears to be approximately linear.

(b) Construct and interpret a plot of the residuals versus the
predicted response.

A plot of the residuals vs the response, y, is constructed in the at-
tached PDF. There does appear to be an issue with the assumption
of constant variance. The plot suggests that the variance grows in
proportion to the response, as evident by the cone shape.

(c) Compute the studentized residuals and the R-student resid-
uals for this model. What information is conveyed by these
scaled residuals?

The studentized residuals are given below, and are formally calcu-
lated in the attached PDF,
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array([-0.07814444, 1.20726661, 0.09619435, 2.09537083, -0.8214521 ,

-0.17027085, -1.86087022, 0.29133745, -0.9105145 , 0.33971069,

-0.87592948, 0.66878824, -0.68064628, -0.78315718, -0.00591975,

0.42784005, 1.5883014 , -0.16263111, 1.31425049, -1.55955612])

Additionally, the R-student residuals are given below, and are for-
mally calculated in the attached PDF,

array([-0.07595563, 1.22384659, 0.09350815, 2.3418848 , -0.81370572,

-0.16560695, -2.01233709, 0.28379901, -0.90597037, 0.33120287,

-0.86999416, 0.65817419, -0.67014957, -0.77439984, -0.00575296,

0.41791617, 1.66459965, -0.15816527, 1.34329744, -1.62971649])

Both the studentized residuals and the R-student residuals are stan-
dardized residuals in that they are scaled by standard deviations
specific to each residual, ei, rather than the overall MSRes (without
adjustment). The only difference between these two types of residu-
als lies in the value of MSRes used in the calculation of the standard
deviation. For studentized residuals, the value of MSRes is calcu-
lated as normal, while for R-student residuals the value of MSRes is
calculated on a model that doesn’t have the point associated with
the residual in question.

Any studentized or R-student residuals that have a magnitude greater
than 3 could be classified as outliers, however in this example, we
have no such residuals. Furthermore, it is generally the case that
studentized and R-student residuals are approximately equal. Any
large discrepancies between the two would indicate that the obser-
vation is particularly influential on model behavior. Here, we have
no such discrepancies. These residuals help to confirm the normality
assumption.

(d) Compute all other residuals (e.g., PRESS) to examine whether
there are some observations that may not fit the model or
potential outliers.

The PRESS residuals are given below, and are formally calculated in
the attached PDF,

array([ -0.67868144, 10.55601826, 0.84255854, 18.29758329,

-7.13853966, -1.50046544, -16.26516822, 2.55234556,

-8.56706985, 3.11426965, -7.61088844, 5.87050615,
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-5.92525147, -6.91698176, -0.05625853, 3.74062033,

14.79590205, -1.58592958, 14.1173234 , -15.21928743])

A case could be made to conclude that the fourth observation, asso-
ciated with the PRESS residual of 18.298, is an outlier. This residual
has a corresponding hii of 0.97, which then inflates the PRESS resid-
ual. In other words, the observation is highly influential on the model.

2. Randomly select 15 rows of Table B.4 (Property Valuation Data)
of Textbook.

(a) Perform a thorough regression analysis of y on x4, x7, and
x9, including residual plots.

The attached PDF contains the multiple regression model, as well as
the residual plots. It appears that the normality assumption holds,
though the residuals are linearly related to the response, y.

(b) Can an appropriate test for lack of fit be constructed? Why
or why not?

An appropriate lack of fit test cannot be constructed. A lack of fit
test requires us to have multiple observation of y given repeated val-
ues of x, where x in this case is given by x = (x4, x7, x9). There are
no instances where xi = xj for i, j = 1, ..., n.

3. Randomly select 7 rows of the data in Problem 5.5 of Textbook.
Then complete Problem 5.5: A glass bottle manufacturing com-
pany has recorded data on the average number of defects per
10,000 bottles due to stones (small pieces of rock embedded in
the bottle wall) and the number of weeks since the last furnace
overhaul.

(a) Fit a straight - line regression model to the data and per-
form the standard tests for model adequacy.
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The attached PDF contains a linear regression as well as residual
plots for the randomly selected data. It appears that the residuals
are approximately normal, though they do vary somewhat from the
linear trend displayed. Additionally, the residuals as a function of
the response do not appear to be evenly distributed around the zero
line. Therefore, the model may benefit from a transformation.

(b) Suggest an appropriate transformation to eliminate the prob-
lems encountered in part (a). Fit the transformed model
and check for adequacy.

As seen in the attached PDF, we employed the transformation y′ =
ln(y) and refit the model. Then, recreating the residual plots re-
veals that the residuals are approximately normal, and many of the
residuals are pulled closer to the zero line when plotted against the
response. Furthermore, it is possible that two outliers exist, as seen
on the residual vs. response graph.
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