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1. Randomly select only 14 rows of Table B.4 and randomly select
5 regressors from that table. Consider the property valuation
data found in Table B.4. Use the all-possible-regressions method
to find the “best” set of regressors.

The attached PDF provides results for the problem. The five regressors
chosen at random were: x1, x2, x4, x6, and x8. Using the all-possible-
regressions method, use of only x1 provides the lowest value of Cp while
using x1 and x4 still provides a low value for Cp, while also possessing a
higher value regarding R2

Adj . Depending on which metric is chosen, one
of these two models would represent the best subset of regressors.

2. Randomly select only 14 rows of Table B.11. Table B.11 presents
data on the quality of Pinot Noir wine. Build an appropriate re-
gression model for quality y using the all-possible-regressions
approach. Use Cp as the model selection criterion, and incorpo-
rate the region information by using indicator variables.

The attached PDF provides results for the problem. The region informa-
tion was encoded into ‘iv1’ and ‘iv2’. Using Cp as the selection criteria,
we achieve the best results by using the regressors ‘Body’ and ‘iv1’, which
achieve the lowest value of Cp.

3. Randomly select only 20 rows of Table B.2. Consider the solar
thermal energy test data in Table B.2.

(a) Use forward selection to specify a subset regression model.
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The attached PDF provides results for the problem. A cutoff value of
Fin = 4.0 was used. The forward selection was stopped on the third
round given insufficient F -values, and regressors x3 and x4 were in-
cluded in the model.

(b) Use backward elimination to specify a subset regression
model.

The attached PDF provides results for the problem. A cutoff value
of Fout = 4.0 was used. The backward elimination was stopped on
the fourth round given insufficient F -values, and regressors x3 and
x4 remained in the model.

(c) Use stepwise regression to specify a subset regression model.

The attached PDF provides results for the problem. A cutoff value of
Fin = Fout = 4.0 was used. Given that stepwise regression is simply
a modification of forward selection, with a reassessment of regressors
at each step, we generated a model at each of the forward selection
steps, and confirmed that all regressors remained significant within
the model, by examining t-values. Again, regressors x3 and x4 were
included in the model.

(d) Apply all-possible-regressions to the data. Evaluate R2
p, Cp,

and MSRes for each model. Which subset model do you rec-
ommend?

The attached PDF provides results for the problem. The all-possible-
regressions method suggests that we should use all of the regressors,
since this produces the lowest value of Cp, and one of the highest
values of R2

adj . However, depending on the practical implications of
using more regressors (cost, complexity, etc.) using just x3 and x4

still provides a low value of Cp and a high R2
adj by comparison.

(e) Compare and contrast the models produced by the variable
selection in parts (a)-(d).

2



Forward selection, backward elimination, and stepwise regression all
produced the same model selection (use of x3 and x4, only). The all-
possible-regressions method resulted in the selection of all the regres-
sors, though this only produced marginal gains in R2

adj , and reduction
of Cp. Therefore, all of the models are essentially in agreement, with
slight exception given to the all-possible-regressions method.

4. Randomly select only 20 rows of Table B.1.

(a) Calculate the PRESS statistic for this model. What com-
ments can you make about the likely predictive performance
of this model?

The attached PDF provides results for the problem. The PRESS
statistic was calculated as being 172.08. This large value for the
PRESS statistic suggests that the model will have poor predictive
performance, because the residuals associated with the out-of-sample
population are large.

(b) Delete half the observations (chosen at random), and re-
fit the regression model. Have the regression coefficients
changed dramatically? How well does this model predict
the number of games won for the deleted observations?

The attached PDF provides results for the problem. The coeffi-
cients in the newly produced model have changed dramatically. In
fact, the number of regressors is equivalent to the number of data
points, meaning that the model can fit all of the training data ex-
actly. However, as per the bias-variance tradeoff, having such a com-
plex model will significantly hamper the predictive capability of the
model. Therefore, the model does not do well at predicting the num-
ber of games won concerning the deleted observations.
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