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1. A study was conducted attempting to relate home ownership
to family income. Twenty households were selected and family
income was estimated, along with information concerning home
ownership (y = 1 indicates yes and y = 0 indicates no). Ran-
domly select 15 rows and complete the following.

(a) Fit a logistic regression model to the response variable y.
Use a simple linear regression model as the structure for
the linear predictor.

The attached PDF contains solutions to this problem. A logistic re-
gression model was fit and the following parameters were determined:
β0 = −8.9731, β1 = 0.0002.

(b) Does the model deviance indicate that the logistic regres-
sion model from part (a) is adequate?

The attached PDF contains solutions to this problem. The model
deviance does indicate that the logistic regression model is adequate.
The deviance divided by n − p is close to unity (1.206), and at an
α-level of 0.05 for χ2

14, we have that p = 0.26. Therefore, we cannot
reject the null hypothesis that the model is adequate.

(c) Provide an interpretation of the parameter β1 in this model.

The attached PDF contains solutions to this problem. Since the
model only contains one regressor, we have that,
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ÔR = eβ̂1 = e0.000207 = 1.000207 (1)

In other words, for every additional dollar earned (everytime x1 in-
creases by one), there is a 0.000207% increase in the odds of home
ownership. β1 describes the relationship between changes in income
to changes in the odds of home ownership.

(d) Expand the linear predictor to include a quadratic term in
income. Is there any evidence that this quadratic term is
required in the model?

The attached PDF contains solutions to this problem. There is no
evidence that the quadratic term is required in this model. The par-
tial deviance, D(β2|β1), was calculated at 2.971. This value is smaller
than the critical chi-squared statistic given by χ2

0.05,1 = 3.841. This
suggests that at a significance level of α = 0.05, we cannot reject the
null hypothesis that β2 = 0. Therefore, there is no evidence that the
quadratic term is needed in the model.

2. Myers [1990] presents data on the number of fractures (y) that
occur in the upper seams of coal mines in the Appalachian region
of western Virginia. Four regressors were reported: x1 = inner
burden thickness (feet), the shortest distance between seam floor
and the lower seam; x2 = percent extraction of the lower previ-
ously mined seam; x3 = lower seam height (feet); and x4 = time
(years) that the mine has been in operation. Randomly select
only 30 rows of the data. Complete the following.

(a) Fit a Poisson regression model to these data using the log
link.

The attached PDF contains solutions to this problem. A Poisson
regression was fit to the data using a log link function.
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(b) Does the model deviance indicate that the model from part
(a) is satisfactory?

The attached PDF contains solutions to this problem. The model
deviance does indicate that the logistic regression model is adequate.
The deviance divided by n − p is close to unity (0.823), and at an
α-level of 0.05 for χ2

26, we have that p = 0.72. Therefore, we cannot
reject the null hypothesis that the model is adequate.

(c) Perform a type 3 partial deviance analysis of the model pa-
rameters. Does this indicate that any regressors could be
removed from the model?

The attached PDF contains solutions to this problem. A Type 3
partial deviance analysis was performed by finding D(βi|βj ̸=i) for
i ∈ {1, 2, 3, 4}. Each partial deviance was compared to the critical
χ2
1 value of 3.841 for α = 0.05. Since every value fell above the criti-

cal value, no regressor was determined to be insignificant, and every
regressor should remain in the model.

(d) Compute Wald statistics for testing the contribution of each
regressor to the model. Interpret the results of these test
statistics.

The attached PDF contains solutions to this problem. The Wald
statistics are given in the z column of the model summary. The
Wald statistic for x3 suggests that the regressor x3 is insignificant.

(e) Find approximate 95% Wald confidence intervals on the
model parameters.

The attached PDF contains solutions to this problem. The 95% con-
fidence intervals are provided in the model summary. The confidence
interval for x3 contains 0, as expected.

3


















