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1. We perform a least squares fit on a dataset (x1, y1), ..., (xn, yn) ∈ IR2 with at
least 3 distinct xi-values. Suppose (xn, yn) lies on the fitted line. If we omit
(xn, yn) from the dataset and perform least squares again, does the fitted
line change? Either prove it doesn’t change, or give an example where it
does.

Given the inclusion of (xn, yn), assume we have found some fitted line such that,

ŷ = B0 +B1x (1)

With the further condition that,

yn = B0 +B1xn (2)

With the least squares estimators B0, B1 being generated via,

B0, B1 = argmin
b0,b1∈IR

n∑
i=1

(Yi − b0 − b1xi)2 (3)

However, since yn −B0 −B1xn = 0, we see that,

B0, B1 = argmin
b0,b1∈IR

n∑
i=1

(Yi − b0 − b1xi)2 = argmin
b0,b1∈IR

n−1∑
i=1

(Yi − b0 − b1xi)2 (4)
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And thus the removal of (xn, yn) does not change our estimators B0, B1, and the fitted
line remains the same.
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2. Let (1, Y1), ..., (50, Y50) be draws from a simple linear model where Yi ∼
N(β0 + β1i, 3

2)for i = 1, ..., 50.

(a) Find r ∈ IR such that P (B0 ∈ (β0− r, β0 + r)) = 0.95, where B0 is our least
squares estimate of β0.

We have that,

SE(β0) =

√
σ2

n

(
1 +

x2n
σ̂2
x

)
(5)

And using xn = 25.5, and σ2 = 32, we have,

SE(β0) =

√
9

50

(
1 +

25.5

208.25

)
= 0.44900 (6)

Then the 95% confidence interval is given by,

[β0 − 1.96SE(β0), β0 + 1.96SE(β0)] (7)

[β0 − 0.88005, β0 + 0.88005] (8)

So, this implies that r = 0.88005.

(b) Find r ∈ IR such that P (B1 ∈ (β1− r, β1 + r)) = 0.95, where B1 is our least
squares estimate of β1.

We have that,

SE(β1) =

√
σ2/n

σ̂2
x

=

√
σ2∑n

i=1(xi − xn)2
(9)

From simple calculation, we know that xn = 25.5, and we are given that σ2 = 32,
so,
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SE(β1) =

√
9∑n

i=1(xi − 25.5)2
=

√
9

10412.5
= 0.029400 (10)

Then the 95% confidence interval is given by,

[β1 − 1.96SE(β1), β1 + 1.96SE(β1)] (11)

[β1 − 0.05762, β1 + 0.05762] (12)

So, this implies that r = 0.05762.

(c) Find r ∈ IR such that P (B0 + 3B1 ∈ (β0 + 3β1 − r, β0 + 3β1 + r)) = 0.95,
where B0, B1 are our least squares estimates.

We have that,

SE(β0 + xβ1;x) =

√√√√σ2

n

(
1 +

(
x− xn
σ̂x

)2
)

(13)

From simple calculation, we know that xn = 25.5, and we are given that σ2 = 32

and x = 3, so,

SE(β0 + 3β1; 3) =

√
9

50

(
1 +

(3− 25.5)2

208.25

)
= 0.78586 (14)

Then the 95% confidence interval is given by,

[β0 + 3β1 − 1.96SE(β0 + 3β1), β0 + 3β1 + 1.96SE(β0 + 3β1)] (15)

[β0 + 3β1 − 1.5403, β0 + 3β1 + 1.5403] (16)

So, this implies that r = 1.5403.
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(d) Give a test statistic and rejection region for a test that β1 6= 0 with size
0.01 (σ = 3 is known).

The test statistic for a test that β0 6= 0 is given by,

T =
0− β1√

S2/n
σ̂2
x

=
−β1

0.0294
∼ N (0, 1) (17)

Where the denominator is simply the standard error calculated in (b). From the
standard normal, we know that 2PT (T ≥ t) = 0.01 implies that t = 2.576. Then
the rejection region becomes,

R = [−∞,−2.576] ∪ [2.576,∞] (18)

(e) Plot the power function for your test as a function of β1. Make sure
your plot is large enough to include most interesting values (i.e., it
doesn’t need to include a ton of values where the power is nearly 1).

The following code was used to produce the resulting power function of β1,
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3. Data was collected on the proportion of male births in four industrialized
countries (i.e., the fraction of male births to total births). The data is
contained in maleprop.csv.

(a) Fit four simple linear models (one for each country) where the propor-
tion of male births is the response and the year is the input. Report
your estimated coefficients for each model.

The following code was used to calculate the estimated coefficients β0, β1 for each
of the four countries,

(b) Plot four scatter plots (one for each country). Overlay your fitted line
on each scatter plot.
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The above subplots display the scatter plots of the proportion of male births as
a function of year and country, each being associated with its own linear fit.

(c) For each model, estimate the standard error of the slope coefficient,
and give a 95% confidence interval.

Below is the code that was used to estimate the standard error, and provide the
95% confidence intervals,

(d) For each model, test if the slope coefficient is non-zero, and report the
associated p-values.

Below is the code used to test whether the the slope coefficient, β1, is non-zero.
The associated p-value is provided,
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Using a threshold of α = 0.05, we find that there is significant evidence in every
case to reject the null hypothesis of the slope coefficient being equal to zero.

(e) Why does the US have the largest t-statistic but only the third largest
slope (in absolute value)?

The US has the smallest standard error, which therefore inflates the test statistic.
The US standard error is small because the residuals are comparatively smaller
than the other nations. In other words, the data falls closer to the fitted line, and
hence the error between the expected and predicted proportions of male births
is lower. Due to this, the standard error is small, and the test statistic is large,
because we have more confidence in the fitted line.

(f) Why is the standard error for the estimated slope smaller for the US
than Canada?

Again, the data for the US has smaller associated residuals when compared to
Canada. In other words, the difference between the projected and actual values
for male birth rates is smaller concerning the US data than it is for Canada. This
inflates Canada’s standard error when compared to the US.

(g) Why does each country appear to have different values for σ2, the noise
term variance? [Hint: Each datapoint is a proportion, i.e., an average.]

Again, σ2 is a function of the residuals. Since every country has a different fit,
and a different spread of data, it is not odd for the sums of the residuals to be
different in each case, therefore leading to a different σ2.
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4. In the (tab-delimited) file cars.txt you can find data on a variety of car
models.

(a) Assume the data satisfies a simple linear model with MPG as the
response and Horsepower as the input. Determine least squares esti-
mates for the coefficients and σ2.

(b) Give a scatter plot of the data. For a contiguous range of Horsepower
values containing the data, overlay a plot of your fitted line, and the
boundaries of a 95% prediction interval.
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(c) Which car has the most leverage (with respect to the fit)?

The following code was used to determine which car has the most leverage,

The point at x = 155 corresponds to the Buick Estate Wagon, which is the car
with the most leverage.

(d) Estimate 95% confidence intervals for the intercept and slope coeffi-
cients using 2000 draws from the parametric bootstrap. To generate a
dataset you will resample, for each datapoint, the MPG from a normal
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distribution using the fitted value as the mean, and your estimate of
σ2 as the variance. Then use the bootstrap samples to estimate the
confidence intervals.

The following code was used to calculate confidence intervals parametrically, us-
ing the same functions to calculate β0 and β1 as above.
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