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1. (Short questions) Justify all your answers mathematically.

(a) For any random variable ã, can E2(ã) be smaller than E(ã2)?

It is true that there exists a random variable ã such that E2(ã) < E(ã2). Let,

ã ∈ A = {0, 0.5, 1} (1)

Each with equal probability. Then, it follows that,

E(ã2) =
∑
a∈A

a2pã(a) =
1

3
(0 + 0.25 + 1) =

5

12
(2)

E2(ã) =

(∑
a∈A

apã(a)

)2

=

(
1

2

)2

=
1

4
(3)

So, this shows that there does exist a random variable ã such that E2(ã) < E(ã2).

(b) If the median of ã equals m, what is the median of ã+ b?

If m is the median then we have the cdf such that,

Fã(m) = P (ã ≤ m) =
1

2
(4)
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By the definition of median. Then we know that,

1

2
= P (ã ≤ m) = P (ã+ b ≤ m+ b) = Fã+b(m+ b) (5)

Which, expressed in words, means that the distribution ã+b must have a median
of m+ b.

(c) If ã and b̃ have the same distribution and are independent, is it true
that E(ãb̃) = E2(ã)?

Yes, this is true. Since ã and b̃ have the same distribution and are indepen-
dent, we can simply write E(ãb̃) = E(ã)E(b̃). Furthermore, since ã = b̃, then
E(ã) = E(b̃), and,

E(ã)E(b̃) = E(ã)E(ã) = E2(ã) (6)

(d) A teacher of a class of n children asks their parents to leave a present
under the Christmas tree in the classroom. The day after, each child
picks a present at random. What is the expected number of children
that end up getting the present bought by their own parents? (Hint:
Define a random variable Ii that is equal to one when kid i gets the
present bought by their own parents, and to zero otherwise.)

As suggested, we define Ii as follows,

Ii =

{
1, child i gets their own parents’ gift

0, otherwise
(7)

It is clear that,

E(Ii) = P (Ii) =
1

n
(8)

Then, by the linearity of expectations, we have,
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n∑
i=1

E[Ii] = n
1

n
= 1 (9)

So, for n children, we would expect 1 child to receive their own gift.
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2. (Pasta and rice) You are hired by the management of a restaurant to model
its stock probabilistically. You talk to the cook and she says:

We cook pasta and rice. We always make sure that we have at least 100 lb
of pasta or 100 lb of rice (if there is at least 100 lb of pasta, for example,
we could have no rice at all);the logic being that we have daily specials and
we want to be able to feed a lot of people with the same dish. However we
never have more than 300 lb of rice or of pasta because we have no space
to store it (we are able to store 300 lb of rice and 300 lb of pasta at the
same time).

You decide to model the quantity of pasta as a random variable x̃ and the
quantity of rice as a random variable r̃. As you have no information beyond
what you have heard, you assume that their joint pdf is constant (within
the restrictions that you deduce from talking to the cook).

(a) Draw the joint pdf of x̃ and r̃.

We have the following conditional probabilities given the information,

fx̃|r̃(x|r < 100) = U(100, 300− r)
fx̃|r̃(x|100 ≤ r ≤ 300) = U(0, 300− r)

fr̃|x̃(r|x < 100) = U(100, 300− x)

fr̃|x̃(r|100 ≤ x ≤ 300) = U(0, 300− x)

(10)
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Where inside the figure, fx̃,r̃(x, r) = 1/35000, and outside the figure fx̃,r̃(x, r) = 0.

(b) Are x̃ and r̃ uncorrelated? Justify your answer.

We calculate the covariance of the random variables x̃ and r̃ as follows,

Cov(x̃, r̃) = E(x̃r̃)− E(x̃)E(r̃) (11)

So, we have that,

E(x̃r̃) =

∫ 100

0

∫ 300−x

100

xrfx̃,r̃(x, r) drdx+

∫ 300

100

∫ 300−x

0

xrfx̃,r̃(x, r) drdx (12)

E(r̃) =

∫ 100

0

∫ 300−x

100

rfx̃,r̃(x, r) drdx+

∫ 300

100

∫ 300−x

0

rfx̃,r̃(x, r) drdx (13)

E(x̃) =

∫ 100

0

∫ 300−x

100

xfx̃,r̃(x, r) drdx+

∫ 300

100

∫ 300−x

0

xfx̃,r̃(x, r) drdx (14)

The result of these calculations leads to a non-zero covariance (of value−4132.65),
which implies a non-zero correlation (of value −0.7839). As such, the variables
are correlated.

(c) Are x̃ and r̃ independent? Justify your answer.

The random variables x̃ and r̃ cannot be independent, because if they were, they
would have a covariance of zero.

Alternative, it is clear that x̃ and r̃ are not independent if we examine the case
of

fx̃,r̃(50, 50) = 0 (15)

However, it is clear that,

fx̃(50) > 0 ; fr̃(50) > 0 (16)
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Therefore, there exists at least some values of x̃ and r̃ such that,

fx̃,r̃(x, r) 6= fx̃(x)fr̃(r) (17)
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3. (Law of conditional variance) In this problem we define the conditional
variance in a similar way to the conditional expectation.

(a) What is the object V ar(b̃|ã = a) (i.e. is it a number, a random variable
or a function)? What does it represent?

The object V ar(b̃|ã = a) is a number, and not a random variable or function. It
represents the variance of random variable b̃ given that we know ã = a. In other
words, it is a measure of the spread of b̃ (the degree to which b̃ differs from E(b̃))
when we know that ã = a.

(b) Setting h(a) = V ar(b̃|ã = a) we define the conditional variance as V ar(b̃|ã) =
h(ã). What is this object?

It is clear that h(ã) = V ar(b̃|ã) is a random variable, because any function of a
random variable is also a random variable.

(c) Prove the law of conditional variance:

V ar(b̃) = E
(
V ar(b̃|ã)

)
+ V ar

(
E(b̃|ã)

)
(18)

and describe it in words.

First, it is productive to introduce the definition of variance, and therefore, con-
ditional variance, given by,

V ar(b̃) = E(b̃2)− E(b̃)2 (19)

V ar(b̃|ã) = E(b̃2|ã)− [E(b̃|ã)]2 (20)

Then, we proceed by taking expectations of both sides,

E[V ar(b̃|ã)] = E[E(b̃2|ã)]− E
(

[E(b̃|ã)]2
)

(21)

The law of iterated expectations informs us that,
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E(b̃2) = E[E(b̃2|ã)] (22)

So we then yield the following,

E[V ar(b̃|ã)] = E(b̃2)− E
(

[E(b̃|ã)]2
)

= E(b̃2)− E
(

[E(b̃|ã)]2
)

+ [E(b̃)]2 − [E(b̃)]2

=
(
E(b̃2)− [E(b̃)]2

)
−
(
E
(

[E(b̃|ã)]2
)
− [E(b̃)]2

)
= V ar(b̃)−

(
E
(

[E(b̃|ã)]2
)
− [E[E(b̃|ã)]]2

)
= V ar(b̃)− V ar[E(b̃|ã)]

(23)

Rearranging the terms yield the desired result:

V ar(b̃) = E
(
V ar(b̃|ã)

)
+ V ar

(
E(b̃|ã)

)
(24)

(d) We model the time at which a runner gets injured (in hours) during
a marathon as an exponential random variable with parameter equal
to 1 if the runner is under 30 years old and 2 if she is over 30. What
is the mean and the standard deviation of the time at which a runner
gets injured if 20% of the runners are over 30?

We define a random variable x̃ such that,

x̃ =

{
1, if the runner is under 30 years old

2, if the runner is over 30 years old
(25)

Then we have, px̃(1) = 0.8 and px̃(2) = 0.2. Furthermore, if ỹ is an exponential
random variable with parameter λ, we have that,

E(ỹ|x̃) =
1

λ
=

1

x̃
(26)
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Since, in this case, the parameter of the distribution is x̃. Furthermore,

V ar(ỹ|x̃) =
1

λ2
=

1

x̃2
(27)

So, we have then,

E(ỹ) = E (E(ỹ|x̃)) = 0.8(1) + 0.2(0.5) = 0.9 (28)

This is the mean time in hours that the runner gets injured. As for the standard
deviation, we have,

V ar(ỹ) = E (V ar(ỹ|x̃)) + V ar (E(ỹ|x̃))

= E (V ar(ỹ|x̃)) +
(
E[E(ỹ|x̃)2]− E(ỹ)2

)
= (0.8)(1) + (0.2)(

1

4
) + ((0.8)(1) + (0.2)(

1

4
)− (0.9)2)

= 0.89

(29)

Then, we have,

σỹ =
√
V ar(ỹ) = 0.9434 (30)

This is the standard deviation in the time in hours that the runner gets injured.
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4. (Water salinity and temperature) A quick Google search will tell you that
the salinity of water, which is the salt content in water, increases with
temperature. This is because water expands at larger temperature and can
fit in more molecules, including salt, increasing the salinity (according to
Sciencing). In this question, we will use oceanographic data to understand
the relationship between salinity and temperature. We will perform our
analysis on a cleaned and subsampled version of the data, bottle.csv. Please
refer to the Kaggle website for any details about the data.

(a) Find the best linear MMSE estimator of salinity with temperature.
Plot the line and the scatter plot of data on the same graph. According
to the relationship you uncovered here, does water salinity increase
with temperature?

The plot of the best linear MMSE estimator of salinity was calculated using the
following formulas taking s̃ and t̃ to be the random variables associated with the
salinity and temperature, respectively,

ρs̃,t̃ =
Cov(D)

σs̃σt̃
=

∑n
i=1(si − µs̃)((ti − µt̃)

nσs̃σt̃
(31)

α =
ρs̃,t̃σs̃

σt̃
(32)

β = µs̃ −
ρs̃,t̃σs̃µt̃

σt̃
(33)

And so, the final equation of the line looks like,

ŝ = αt̃+ β (34)

The actual equation of the red line plotted below is therefore,

ŝ = −0.0587 t̃+ 34.473 (35)
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(b) Plot an estimate of the conditional mean of salinity given the temper-
ature along with the scatter plot of data. What trend do you see from
this plot? (Hint: this question closely follows example 5.2).

The data was binned into bins with a width of 3 degrees Celsius. The mean
of each bin was calculated, therefore producing the conditional mean of salinity
given temperature. The trend of the conditional means is almost parabolic,
though it should be noted that the latter half of the curve is less reliable due to
a lack of data. Observe the following code and plot,
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(c) Are your conditional mean estimates equally reliable at every point? If
not, which estimates are more reliable? Please explain your reasoning.
(We are not looking for a mathematical answer, you can reason in
words)

The conditional mean estimates are certainly not equally reliable at every point.
The last two conditional means are composed of only 44 and 14 data points,
respectively, where as the third, fourth, and fifth conditional means are composed
of over a thousand different data points each. More data is needed in the last
regions in order to produce reliable conditional means.

(d) (Not graded for points) Why do you think the trend you find is dif-
ferent from what Sciencing suggests? It is not because of limited data
- the full dataset has 810k data points and we still observe the same
trend.

There is likely a confounding variable which influences the dependent variable. In
other words, the salinity of the water is probably also influenced by other factors
(i.e. other substances which dissolve in water, what organisms thrive in warmer
environments and use salt, etc.).
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